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1. Introduction

1.1 Background

AMPATH (AMericasPATH) segan in March, 2688 at Flerida Internatienal University (FIU), in
Miami. Its principal missien is te previde high-pérfermance réséarch and educatienal netwerk-
ing in Latin America and the Caribbean in the suppert of scientific cellaberatien and educatien.
By August 2681, AMPATH had already develeped ceeperative asreements with its industrial
partners. These agreements included a three-year denatien eof ten BS3 (45 Mieps) circuits sy
Gleal Cressing valued at §25M. @ther industrial partners by that time included Cisce Systems,
Lucent Technelegies, Junipér Netwerks and Terremark Werldwide. With thése assets, AM-
PATH was able te cennect twe regienal Research & Educatien Netwerks (RENs): Chile’s RE-
UNA and Brazil’s RNP2. By April 2682, AMPATH cennected twe merée RENs: ANSP of Bra-
zil and RETINA of Argentina, as well as the Arecise @bservatery, the University of Puerte Rice,
and the Gemini Seuth, N@A® and CTI@® ebservateries in Chip. In August of 2883, the research
and educatien netwerk of Venezuela was cennected at the BS-3 level. Panama cennected at the
B5S-3 level in 2884, These achievements are the werk of a very small AMPATH staff. The staff-
ing at present includes just seven individuals whe ameunt te less than feur FTEs.

1.2 Goals and strategies

AMPATH seeks net enly te previde high-specd cennectivity between researchers and students
threugheut Nerth, Central and Seuth America. AMPATH alse seeks te fester effective use of
such cennéctivity fer scientific and schelastic purpeses, especially these of intérest te the U.S.
With this latter geal in mind, AMPATH has seught te (1) identify cennectivity applicatiens ef
interest te U.S. science and éngineéring research and educatien, and (2) fester cellaberations be-
tween U.S. sciéntists and their ceunterparts in the service area.

1.3 Value to U.S. science

Altheugh AMPATH seeks te strénsthen science and educatien in its sérvicé aréa per se, it alse
seeks te enhance U.S. science and te festér cleser résearch and educatienal ties bétween the U.S.
and the sérvice area. In this sense, AMPATH prevides benefits in its service aréa similar te
these alréady réalized by high-speed NSE-spensered cennectivity te Eurepe and the Asia-Pacific
Rim research netwerks. A number of U.S. science initiatives dépend critically upen facilities or
envirenments lecated in Latin America. @né example is ebservatienal astrenemy. Astrenemical
ebscrvateries lecated, or te be lecated, in the Caribbean and Seuth America include Arecise @b-
servatery, Pierre Auger, the Gemini Seuth, CTI® and N@A @ eptical telescopes and the Atacama
Large Millimeter Array (the latter twe in Chile). Anether example is the Inter-American Insti-
tute for Glebal Change Research (IAI). This intergevernmental erganizatien ceerdinates re-
search inte énvirenmental and secie-ccenemic change in the Americas, and it ceunts 17 membeér
ceuntries in the Latin America aréa as well as the U.S. and Canada. Alse, NASA’s Internatienal
Space Statien (ISS) preject seeks te previde access te the ISS fer scientific inveéstigaters werld-
wide, including these in the Latin America. All of theése U.S.-led initiativés new depend or will
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depend crucially upen high-speed cennectivity between the U.S. and the Latin América. Several
federal agencies currently eperate netwerks in Latin Ameérica using peint-te-peint lew-
bandwidth circuits. The AMPATH preject prevides a ceerdinated and effective appreach te
these cennectivity needs.

2. AMPATH Organization and Management

The AMPATH managemeént team, neted belew, is chaired by Julie Tsarra, of FIU, and includes
representation frem all cellaseraters. This cemmittee makes pelicy and applicatien suppert
plans.

Chile
REUNA: Florencio Utreras
Connected June 2001
Argentina
RETINA: Carlos Frank
Connected December, 2001
Brazil

RNP2: Nelson Simoes ( Rio)
Connected July 2001

FAPESP: Luis Lopez ( Sao Paulo)
Connected March 2002

Panama Guy Cordoba
Connected; June 2004
Venezuela
CNTI: Jorge Berrizbeitia
Connected April 2003

Table 1 AMPATH Management Team

3. Operations

3.1 NETWORK INFRASTRUCTURE

The AMPATH netwerk architecture, as shewn in Figure 1, previdés access te the wide area net-
werk previded evér an ATM based Internet Pretecel (IP) enabled netwerk. Each natienal REN
cennécts te AMPATH via this architécture. All AMPATH traffic reuted te ether internatienal
netwerks flews threugh the NAP of the Americas lecated in Miami, Flerida. Frem Miami, the
traffic is reuted te either Albilene er STARTAP/StarLight. Abilene is the US-based research and
cducatien netwerk, and STARTAP/StarLisht is the ATM/eptical exchange peint fer interna-
tienal traffic, lecated in Chicage.

AMPATH effers a variety of netwerk services. Ameng the majer services are:
O ATM and @ptical Ethernet peering falrics
O Intra-regienal pecring eveér Layer 2 sérvices, including I® VPNs
0 Native IPve
O Multicast capable
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End-te-end pérfermance measuremeént and menitering

AMPATH Reflecter VRVS sérvér for Videe ever TP

Flew based and QoS based menitering using NetFlew teels capabilities
N@C Services threugh the Glebal Research N@C at Indiana University

AMPATH Network I

O 0O go
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Figure 1 AMPATH Network Architecture and Connectivity

The figure abeve presents the basic netwerk architecture empleyed by AMPATH. This architec-
ture is representative of the résearch and educatienal netwerks werldwide. It alse depicts the
current AMPATH cennectivity te the natienal RENs. As can e seen, the enly interface between
AMPATH and the rést of the werld is threugh Miami te STARTAP/StarLight and Albilene.
Threugh the STARTAP and Star Light interfaces in Chicage, virtually any lecatien in the werld
is accessisle te the natienal RENs . This intérface is extremely impertant te the success of AM-

PATH in that it allews truly intérnatienal cellaberatien te se cenducted.

3.2 BUDGET

The eperations of AMPATH are supperted threugh NSF STI Award 8231844, Flerida Inter-

natienal University, Glebal Cressing and centributiens frem the management téam.



Final Report 2002 - 2005

Annual Costs:

Abilene Cennectivity (622 M/s) $126.008
Lecal Leeps in Miami §177,068
Netwerk @perations Center (Nap @f the Americas)  § 24,068
Equipment Maintenance & Réplacément $1¢6,608
Senier and Technical Staff $185,008
Netwerk @perations Services (Indiana University) $ 25,608
Administrative Staff § 1,008
Travel § 126,008
Misc. § 28,008

Tetal:  §966,888
5 BS-3 Circuits $4,266,068
Previded by Glebal Cressing

Cost Sharing:

Chile $128,088
Argentina § 76,688
Brazil $126,088
Venezuela $126,088
NSF STI Award $146,293
Panama $ ¢5,888
Flerida Intérnatienal University $329,533

4. Milestones

2000

April AMPATH presress repert at Brazil’s natienal résearch netwerking cenférence, in
Belle Herizente, Brazil

August AMPATH status repert at the NLANR Jeint Techs meeting in Terente, Canada

Oct AMPATH status repert at Internet2 Member Meéting, Atlanta, Geersgia

2001

June Chile’s Red Universitaria Nacienal (REUNA) NREN cennects te AMPATH; peer-
ing established with Abilene

June AMPATH status repert at the STARTAP Annual Meeting, INET 2881, Steckhelm,
Sweden

July Brazil’s Rede Nacienale de Pesquisa (RNP) NREN cennects te AMPATH; peering

established with Aliline



August 15-
17

August
August 23-
24
BDecemiber

2002
March

April
April 12
May

May

June
September
Octeber
Octeber
Pecember
2003

January
January

January
April
April
April
May
May

June
June
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First NSF AMPATH Werkshep fer Identifying Areas of Scientific Cellaberation
between the US and the Latin América, ANI-6123388

University of Puérte Rice cennects te AMPATH

AMPATH Status Repert at the HPIIS Werkshep en Beveleping metrics te quantify
the use of HPIIS netwerk links, San Wiege Supercemputing Centeér

Argentina’s Red Teleinfermatica Academica (RETINA) cennects te AMPATH,;
pecring established with Abilene

Brazil’s Academic Netwerk of Sae Paele (ANSP) cennects te AMPATH; pecring
established with Albilene

Geémini Seuth cennects te AMPATH; peering established with Abilene

First NSF Internatienal AMPATH Cenference in Valdevia, Chile, ANI-822817¢
AMPATH status repert at Internatienal Task Ferce, Internet2 Member Meeting, Ar-
lingten, Virginia

AMPATH status repert at the Glebal Research Netwerking Summit, Brussels, Bel-
gium

AMPATH establishes presence at the NAP of the Americas

AMPATH enables native [Pve and effers IPve pecring te memiers

NSF Strategic Technelegies for the Internét Award for AMPATH Cellaberative
Research and Educatien @perational and Functienal Suppert, ANI-8231844
AMPATH status répert at Intérnatienal Task Ferce, Internet2 Membeér Meeting, Les
Angeles, Califernia

University of Puérte upsradés te an @C3c its cennection te AMPATH

AMPATH upgrades te an @C12c its cennéctien te Abiléne.

NSF AMPATH Werkshep: Festering Cellaberations and Next Genératien Infra-
structure, ANI-8385876.

AMPATH status répert at Intérnet2 Techs/ESCC Werkshep in Miami, Flerida,
hested at FIU

Venezuela’s Centre Nacienal de Tecnelegias de Infermacien (CNTI) cennects te
AMPATH; peering te Abilene established

AMPATH status repert at Internatienal Task Ferce, Internet2 Member Meeting, Ar-
lingten, Virginia

AMPATH participatés in REUNA’s cenferénce en réséarch netwerking, in Chile
AMPATH cellaberates with US High-Energy Physics cemmunity te submit a pre-
pesal te the NSF Experimental Infrastructure Netwerk pregram (prepesal net
funded)

AMPATH participatés in RNP®’s Brazilian Sympesium en Cemputer Netwerks, in
Natal, Brazil

AMPATH status répert at the ACURIL cenferénce in Pucrte Rice.

Plan develeped te cennect the Univeérsity of the Virgin Islands and the NRA@® radie
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February
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antenna en St. Creix te AMPATH

AMPATH member meeting in Buénes Airés, Argéntina

NSF awards FIU te develep an intér-regional Grid-enabled Center for High-Enérgy
BPhysics Research Educatien and @utréach, which includes partial funding fer AM-
PATH te éstablish an STM-4 te Rie d¢ Jancire

AMPATH status repert at Internatienal Task Ferce, Internet2 Member Meéting, In-
dianapelis, Indiana

Presented a papér en the Wigital Wivide in Latin America for the Wigital Bivide
Reund Table, at the Intérnatienal Center for Theeretical Physics (ICTP), in Trieste
Italy

Established fermal partnérship with CENIC and NLR te previde Nerth-Seuth cen-
nectivity in the Western Hemisphere

Presented AMPATH STI preject at HeGrid werkshep in Rie

Participated in 1st Internatienal Grid Netwerking Werkshep in Geneva
Presented at Jet Read Werkshep AMPATH measurement activities

Participated in REACCIUN 2 seminar in Veénezuéla

Panama cenneécted

Presented STI preject te NSF at HIPIIS review

Begun werking with Glesal Cressing te facilitate CLARA ténder

Established partnership with CENIC and NLR te cellaberate en cennectivity lse-
tween the U.S. and Latin Ameérica

Held PAST werkshep in Argéntina

Entered inte an M@®U with CLARA denating remaining AMPATH circuits
Begun werking with FAPESP te establish leng-térm cennectivitiy geals

RNP’s three year circuit expires. Traffic is reuted threugh Eurepe

Chile’s three year circuit expires. Chile negetiatés extension

Venezuela launches new high speed netwerk

Sae Paule transitiens frem three year BS-3 en Glebal Cressing te I.ANautilas
Chile’s cennectivity ends, and is reuted threugh Eurepe en RedClara

RNP upgraded Rie te Sae Paule cennectivity

RedCLARA peers with U.S. in Califernia, all ether STI supperted ceuntries estals-
lished leng-term plan past énd of STI suppert.

Preject terminates witheut any ceuntries discennected. Leng-term plans in place or
being developed. @ptions are much better for the entire region than three years age.

Table 2 AMPATH-STI Milestones
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5. Progress Reports

The fellewing sectiens detail pregress against the NSF ANIR STI preject milestenes. The STI
prepesal listed milestene activities erganized by Infrastructure, é-Science Applicatien Suppert
and @utréach, shewn in the prepesal, in Appendix B of this repert.

5.1 Year 3 Work Plan Progress — July, 2004 through October, 2005

5.1.1 Infrastructure
@ngeing: Bevelep relationships with mere internatienal submarine cable carriers that effer serv-
ice te ether ceuntries net serviced by Glebal Cressing.

ACTION: Cellaberated with Glebal Cressing te respend te the ALICE EC pregram for
regienal netwerking, efféring all currént and presént assets te assist in the estals-
lishment ef a régienal nétwerk.

@ngeing: Cennect the remaining NRENSs or academic nétwerks in Service Aréa ceuntries where
Glesal Cressing has a presence.

ACTION Fecused en intér-regienal cennectivity in future activities, and in this peried
supperted the creatien of regienal, and state spensered direct cennectiens

ACTION: Established M@®U with CLARA and denated 3 unrestrictéd three year leases of
BS-3s fer use as they please threugheut the regien.

Analyze and plan fer impreved or new AMPATH cennéctivity te ethér intérnatienal cennect
peints such as Starlight

ACTION: Begun cellaberatien with SURA te start the AtlanticWave.

5.1.2 Outreach

Brepare for the next AMPATH Meeting in Argentina fer necessary infrastructure suppert; videe
cenferences with AMPATH participants and Advisery seard membeér te plan rélevant agenda
items

ACTION: Cenference and werking sreups meéétings held.
Held 2 Werkshep en leveraging IPVe

ACTI@N: Participate in the TIBIA meeting in Sae Paule addressing IPVe and asseciated
technelegies.
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A Werkshep te premete US-ASIAN-LATIN AMERICAN ceepération
ACTI®N: Held a CANS cenference in Miami
A PASI cenferéence en Grid Cemputing
ACTION: Held a2 PASI cenference in Argentina
CIARA Applicatien Suppert Werksheps
ACTI@N: Participating in REN werksheps.
5.1.3 Community Building
Organize external advisery cemmittee and identify its purpese; recruit susject matter experts.
ACTI@N: Nene taken.

Schedule presentatiens te US and Internatienal agencies, including the Intér-Ameérican Bevel-
epment Bank, en the cultural impact of AMPATH, te incréase in-ceuntry suppert fer NREN’s

ACTI@N: Active in seth the Wigital Bivide initiative and the Eurepean Cemmissien’s
@LIS, werking with U.S. State Wepartment and US AID te ensure pelicies in
sync with U.S. gevernment.

AMPATH presence at glebal netwerking cenferences (such as INET), demenstrating AM-
PATH’s cemmitment te glebal cellaberatiens in scientific réséarch and education

ACTI@N: Participatien increased (please reference timeling)

Schedule démenstratiens of intércentinental cellaerative research and applicatiens at natienal
cenferences, such as Internet2 Memlser Meetings

ACTI@N: INET presentatien. AMPATH has facilitated demenstratiens by Brazil at Su-
per Cemputing, IGrid, and Internet2 Member mééting events.

Bevelep and publish the AMPATH Annual Repert

ACTI®N: This decument.
6. Merit of funded activity and broader impacts.

The prepesal’s geal was te centrisute te the stability of U.S.-Latin Américan nétwerking, in er-
der te increase the rate of discevery for U.S. scientist. This geal required a predictable infrastruc-
ture, suppert of éxisting applicatiens and eutreach te bring in mere cellaberaters for the senefit
of U.S. science. These three tepics are addressed separately selow.
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6.1 INFRASTRUCTURE

The infrastructure pregram is a very dynamic space. U.S. invéstigaters need soth mere bread
netwerk access (te regiens like the Caribsean) and mere rebust netwerking te cellaberaters and
instruments in Brazil and Chile. Before the preject begun, there was ne advanced (greater than e-
1) cennectivity frem Latin America te the U.S. New there are direct cennections and a regienal
aggréesgation. Many challenges face the regienal agsrégations, mest significantly the develepment
of demestic netwerking and last mile challénges. Scientists and bread educatien use aré in Latin
America mere at edds than elsewheére, as pepulist agendas often everstép the needs of advancing
the state (subsequently eut of step with U.S. needs)

6.2 E-SCIENCE APPLICATION SUPPORT

The AMPATH team has reflectively engaged a bread scientific cemmunity te deétérmine what is
and is net werking with applicatien suppert. Fer this research came the CIARA preject. The CI-
ARA preject is 2 medel that FIU, the University of Pucerte Rice (UPR), the Universities of Sae
Paule and Veénezuela are pursuing te increase the rate of disceveéry for investigaters and impreve
sraduate educatien. The impact of CIARA is systémic. Participants have institutienalized the ini-
tiative, and cellaberaters frem Caracas te Sae Paule are develeping lecal versiens. This medel
effectively prevideés a rising tide that has lifted all research effectiveness acress the regien. The
everarching senefit for the U.S. is that cellaberaters and instruments are mere accessible and
maere éffectively used with the technelegy transfer that the CIARA medél prevides.

6.3 OUTREACH

The netwerk needs of U.S. investigaters are srewing rapidly in Latin America. The desire te cel-
laberate en issues such as biediversity and mateérial science is éxceeding the existing partner-
ships, and the scepe of AMPATH. Threush this STI srant sciénce and educatien have been
demenstratively advanced threugh new efferts in Physics, Astrenemy, BieWiversity, and Cem-
puter Science résearch. The scepe of benefit is specifically manifest in the 7 werksheps held and
indefinitely augmented with the creatien of néw cemmunities of practice, with new discevery
and new partnérships fermed for the advancement of science and educatien in cencert with the
NSF’s missien.
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Appendix A: Papers and Presentations, International Meetings and
Conferences

2883, June
AMPATH status répert at the ACURIL cenferénce in Pucrte Rice.

2883, August

@pcratienal Plan fer Upgrading the Intérnet Cennectivity of the United States Virgin Islands
(USVI): University of the Virgin Islands (UVI), St. Creix VLBA Radie Astrenemy Statien and
@ther Research and Educatien Facilities

2863, September
AMPATH member meeting in Buénes Aires, Arsentina.

2883, Ausust 25

An In-Bepth Leek at AMPATH Starlight Traffic Acceunting and Participant Analysis

A Repert for the Strategic Technelegics for the Internet (STI): AMPATH Cellaberative Re-
search and Educatien @pératienal and Functienal Suppert Research Experience for Undérsradu-
atés, Award #331112

28683, @cteber
AMPATH status réepert at Intérnatienal Task Ferce, Intérnet2 Member Meéting, Indianapelis,
Indiana.

2863, @cteber 23-24

Experiences with the Wigital Bivide in Latin América

Reund Table en Weveleping Ceuntries Access te Scientific Knewledge, The Alsdus Salam ICTP,
Trieste, Italy

2863, December 8-9

Rele of Sciénce in the Infermatien Seciety CERN Genéva, Switzerland

2884, February

Barticipated in the Net@Edu te ensure bread understanding of AMPATH preject

2884, February
Bemenstrated te HEP cemmunity the AMPATH preject at teh HeGRID werkshep in Rie

2884, March
Participated in 1st Intérnatienal Grid Netwerking Meeting

2884, May

16
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Engaged Fielding Schelars in CIARA medel for AMPATH

2884, june

Presented at the werkshep fer the Virtual Wata Grid Laberatery
2884, july

Presented STI preject te the NSE.

2884, September
Internet2 Members meéting

2884 Becember
RNP Annual meéting présentation
GEMINI IT planning meéeting in Miami

2885, March
Wigital Bivide meeting at CERN

2865, July
Presented at CLARA meeting in Mexice

2885, August
BPresented at HEP meeting, BAEGU

11
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Appendix B: AMPATH Projects and Applications

B.1 High Energy Physics

The multi-TeV energy scales necded te advance the study of the nature of matter and its mest
basic intéractiens, and te séarch fer new particles and ferces, has led te unprecedented challenges
in petalsyte data access and analysis. This has led in turn te werldwide scientific cellaberatiens
where ¢ach natien centrilutes its share te the censtructien ef the experiment, and te the reseurces
needed te analyze the data, while participating in the glebal precess of séarch and discevery.
The Large Hadren Cellider (LHC) pregram at CERN in Geneva, éncempasses four majer ex-
perimeénts searching fer the Higgs particles theught te se réspensisle for mass, as well as the
states of mattér and vielatien ef symmetries that existed in the early mements of the universe.
The US is 2 majer playér in the twe largest of these experiments, ATLAS and CMS, with ap-
preximately 488 US physicists and engineers (287 of the tetal) invelved in each ene.

The CERN/LHC pregram is a large, but net atypical, example of a cellaberation-driven preject.
The US has expended significant réseurces in this research area. The principal experimental de-
vices are lecated in Eurepe, with majer US centrisutiens, and the Cemputatienal Wata Grids that
are being developed will be werldwide. Nevertheless, the pregram asks questions en such a
srand scale that mere than 5,888 individual reésearchers (in feur large cellaberatiens) are in-
velved in werking with varieus aspects of the prellem. The Parallel and Wistributed Precessing
Greup ef the Federal University of Rie Grande du Sul, in cellaberatien with its physics résearch
staff, is an impertant playér in the develepment of the Grid precéssing and data handling tech-
nigqués necessary for the success of the LHC.

This cellaseratien is pessible teday in Seuth America because of AMPATH.

B.2  Physical and Organic Chemistry

The University of Utah and the Univérsity of Buenes Aires are éngaged in cellaberatien, funded
jeintly sy the NSF and several Argentine agencies, te medel chemical shifts in cemplex erganic
crystals. The cellaberatien itself is reetéd in special expertise available in Utah and Buenes Ai-
res. @ne of the ebjectives of the study is te develep rebust technigques te include intermelecular
effects in the calculatiens. Sulbsequently these technigques will e applicd te selve structural
prebléms in bielegically active cempeunds frem marine invértebrates frem the Seuth Atlantic in
cellaberatien with résearchérs in the erganic cheémistry sreup and Buenes Aires.

B.3 Remote Biological, Marine, and Atmospheric Sensing

Altheugh semewhat influenced by geesraphy, the Univérsity of Puerte Rice’s réemete sensing
pregram represents a cellaberatien of a different kind [ ene acress many disciplines. This pre-
gram aceuires large, geneérally scegraphically-based, data séts frem remete ecean sensing de-
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vices, earth-sensing satellites, and a variety of ethér seurceés. These data are thén applicd te
prebléms in eceanegraphy, marine bielegy, and a varicty of related ficlds.

B.4  Biodiversity

Anether bread cellaberation depéndant en AMPATH, based at the University of Buenes Aires
and spensercd by IAI, is examining the rele of biediversity and climate in functiening ecesys-
tems. The greup is studying the interrelatienships sétween the atmespheric cempesitien, cli-
mate, land use, biediversity, and the ecesystem as a whele and hew that impacts en the previsien
of human seérvices. This is a glelsal pregram in terms of the systéms studied and it relies en a
cellaseratien between sevéral senier scientists in six Seuth and Nerth American ceuntries. Twe
of the participating researchers are in the United Statés, ene in Mexice, and seéveral mere are in
Seuth America.

B.5 Materials Science

The Institute Balseire in Argeéntina is pursuing a pregram aimed at understanding the thermedy-
namic, phase stability, and transfermatien eof cemplex material systems. This effert invelves a
bread cellaberatien invelving résearch ceénters in Flerida, France, and Sweden. It includes an
impertant distance-léarning compenent dirécted at the upper-division and graduate level.

B.6  Unique Facilities and Science Collaborations

Whether spensered by the NSE, B@E, NASA, er ether public er private agéncies, teday's majer
US science prejects take en ccenemic scales that innately require internatienal participatien
threugh partnerships and ether ferms of cellaberatien. Thus, fer many ef these pregrams the in-
terests of US sciénce and pelicy are inexerably linked te the internatienal cemmunicatiens infra-
structure Because the science is being dene with intérnatienally sharéd reseurces.

Many ef the presentatiens speke en actual, plannéd, er desired cellaseratiens te share unique,
enc-ef-a-kind er few-ef-a-kind, réseéarch teels. There were many examplés of in-place pre-
srams. The CMS experiment at CERN is a 144-institutien partnership acress 31 ceuntries, and
the ATLAS éxperiment is a cellaseratien of similar sizé¢ and scepé. The Geémini ebservatery is a
sevén-natien pregram, managed by the US (NSF), with three Seuth American partners including
Chile's C@NICYT. The Intérnatienal Space Statien

is a 15-natien partnérship. The UCH pregram censists of 17 partneér natiens in the Americas.

A number of ethér examples of curréntly active, planned, or desired pregrams had the same fla-
ver. ALMA is a2 majer internatienal ceeperative preject invelving the US, Canada, Japan, Chile,
and the Eurepean Seuthérn @bservatery which, itself, has nine meémber ceuntries. FIU has a
center for electren micrescepy that can e epérated remetely frem any part of the werld and
weuld like te establish a partnérship te fund and eperate a remetely acceéssible high-temperature
and high-pressure physics laberatery. NASA/Ames weuld like te éstablish a similar facility fer
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the analysis of a wide variety of remete ecelegical, marine, and atmesphéric sénser data, as
weuld the University of Puerte Rice with eceanegraphy data.

In many ef these cases, the unique facility includés large expénsive pieces of equipment, such as
telescepes or particle acceleraters. In every case, thére were ené er mere remetély accessed
shared databbases or data archives. AMPATH is the cennectien te 2 numier of thése instruments
teday.

B.7 Video/Audio Communications

Videecenferencing, seth fer direct science cellaberation and fer eperations purpeses including
data gathering, is beceming ubigquiteus acress AMPATH. Vidce ever IP and Acceéss Grid appli-
catiens are seceming increasing cemmen. The LHC expériments use the VRVS system feor
video/IP, including many meetings per day, threugheut the year, as an integral part of the cel-
laberatiens’ daily werk.

These technelegies are especially useful adjuncts te pregrams invelving remete eperatiens er
remete users, such as ALMA, Gemini, the University of Utah crystal medeling preject with the
University of Buenes Aires, and the Internatienal Space Statien te mentien a few. Seme pre-
srams with multiple sites alse mentiened intesrating veice evér IP inte their telephene plants, as
2 cenveniénce and cest-saving meéasure.

While seme the systems useé are alréady well-advanced, these will se develeped inte integrated
envirenments fer multi-site cellaberative werk; ¢ithér en their ewn er in the centext of Wata
Grids.

B.8 Remote Operations

Users threugh eut the US manipulaté and centrel ebservatienal er experimental equipment cen-
nected te AMPATH. Seme described this as rémete eperation, and ethérs as virtual eperatien.
In any case, there is a lot of cress ceupling between remete data taking, virtual laberateries, and
archival data analysis.

The Arecibe and Gemini esservateries both make use of ebsérving by sciéntists at rémete sites
as an alternative te astrenemers having te travel te the telescepe. It is intrinsic te Gemini epéra-
tiens, and they plan te expand the capability significantly, te include additienal remete ebserving
centérs in Arizena, Flerida, and Chile. Lecated at 16,888 feet, the ALMA ebservatery will have
te e epérated in this mede.

The NASA/Ames Ecesystem Cemputer Facility net enly is engaged in the analysis of remete

sensing data, put has a suite of analysis instrumentatien that it plans te énable te allew réemete
analysis of remetely sensed data.
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The Utah/Buenes Aires crystal preject, the FIU study of the Andean rivers, and the Inteérnatienal
Space Statien effert all réquire the remete manipulatien of sénser equipment. NASA/Marshall
has already develeped a remete paylead centrel packed for Internatienal Space Statien Pls.

B.9 Virtual Laboratories/Observatories

This might s¢ defined as deing remete science frem centralized eor distributed archives, libraries,
and databases, using standardized suites of access and precessing teels made for the purpese.
@nc example of such teels is the FIU/NASA Regienal Applicatiens Center's Terrafly package
that allews the everlay and meving-map visualizatien ef multiple scegraphically-parsed data
sets.

The Caltech/CERN/University of Buenes Aires Large Hadren Cellider (LHC) cellaberation ex-
pects te make extensive use of this appreach. ALMA, Gemini, and Arécise expéct te participate
in a cellaberatien called the Natienal Virtual @bservatery te permit the mining and analysis of
varieus astrenemy data sets with standardizéd teels.

B.10 Distributed Archives and Libraries
The CERN greup will need te transpert téns of Petabytes by 2686. The Space Statien, ALMA,
Geémini, and the Utah/Buénes Aires crystal pregrams all have multiple internatienal archive sites.

The University of Puerte Rice's Trepical Center for Earth and Space Studies' satellite dewn-link
facility maintains a large digital datasase of the trepical Western Atlantic Regien that is accessed
enline by NASA and ether federal agencies, univérsities, and the private secter. Ecelegical pre-
srams such as the FIU rivers preject and ether glebal change research prejects like the Buenes
Aires biediversity and climate study all intimately rely en accéss te large data sets maintained in
many différent places.

The TAI slebal change data and infermatien service preject currently has twe access

nedes (Brazil and Uruguay) and éxpects te expand te 18 in the near future using AMPATH.
This system uses a distributed netwerk of libraries and databases accessed with a Yahee like
search teel that yields rélevant metadata and can previde ftp access if required.

B.11 Distributed Processing

The Federal University of the Rie Grande in Brazil has several pregrams that require distributed
precessing, including research in that sulsject itself, bielegical cell medeling efferts, 3B therme-
dynamic medeling, and high energy physics preblems (with Caltech/CERN).
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The Buénes Aires/LHC cellaberation will take part in the GriPhyN netwerk-based data-grid pre-
sram, and will se part of the Internatienal Virtual Wata Grid Laseratery (iVBGL) seing sup-
perted by NSF. The FIU rivers preject expects te use grid technigues in deing seil and fluids
medels. The Utah/Buenes Aires preject expécts te use grid precessing in its crystals pregram.
Geémini and ALMA expect that srid appreaches will béceme necessary in the future te handle
cemplex image precessing with large data sets.

Appendix C: AMPATH Performance Statistics

Feor the 2884-2885 timeframe, AMPATH seérviced the fellewing NRENs and Seuth Flerida
GigaP@P membérs with the fellewing cennection speeds. Table 3 shews the netwerks and their
cennectien characteristics at the start of the final year (July 2684); Table 4 shews the netwerks
and their cennectiens at the cenclusien of the year (September 2685).

NREN Location Connection Speed
REUNA Santiage, Chile WS3 (45 Mps )
AURA/Gemini La Serena, Chile W53 (45 Mps )
REACCIUN/CNTI Caracas, Venezuela BS3 ( 45 Misps )
ANSP Sae Paule, Brazil W53 (45 Mieps )
RNP Rie de Jancire, Brazil WS3 ( 45 Mlps )
RETINA B. A, Arsgentina W53 (45 Mps )
UPR San Juan, Puerte Rice ®C3 ( 155 Misps )
FIU Miami, FL GigE ( 1668 Mps )
NWS Miami, FL GisE ( 1668 Mps )

Table 3 Networks and connections at the start of final year

NREN Location Connection Speed
AURA/Gemini La Serena, Chile W53 (45 Mps )
REACCIUN/CNTI Caracas, Venezuela BS3 ( 45 Misps )
ANSP Sae Paule, Brazil STM-4 (22 Mips )
RETINA B. A, Arsgentina W53 (45 Mps )
UPrR San Juan, Puerte Rice ®C3 ( 155 Misps )
FIU Miami, FL GigE ( 1668 Mps )
NWS Miami, FL GigE ( 1668 Mps )
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Table 4 Networks and connections at the end of the final year

The first phase of the RedCLARA regienal netwerk implementation of the ALICE preject,
started eperation in the last quarter of 2884, Chile’s NREN, REUNA, cennécted to RedCLARA,
shertly after. Brazil’s NREN, RNP, later in 2684 cennccted te RedCLARA. When these meves
were made fram AMPATH te RedCLARA, traffic destined te U.S. R&E netwerks started being
reuted te Eurepe te transit GEANT, thén Albilene.

AMPATH during this peried alse breught inte preductien a néw circuit te Abiléne’s cere in At-
lanta via FLR’s newly established eptical netwerk. AMPATH new cennects te Abilene via an
FLR previded Layer 2 MPLS VBN ( cempliant with IETF Braft-Martini Layer 2 VBN [ RFC
3631 ) which terminates in Atlanta at the Albilene cellecatien space at SeX. This cennectien re-
placed the cennectien AMPATH had te Qwest for cennectivity te Abilene. Cennected Latin
American NRENs and R&E nétwerks are able te centinue diréctly peer with Abiléne and the
U.S. Fedeéral Netwaerks, with ne less ef functienality.

In the peried cevéred by this repert AMPATH alse established a cennectien with FLR via a 16
Gigabit Ethermet cress-cennect te FLR’s cellecatien space at the NAP of the Americas. This
new enables AMPATH’s dewnstréam peéers te access any State of Flerida higher educatien insti-
tutien at a significantly fasteér speed than previeusly pessisle; ence again eénabling cellaberatien
between researchers.

Anether significant achievément was the establishment of a 18 Gigabit Ethernet peering with
Ultral.ight; this peering is achieved again threugh the leveraging of FLLR s eptical infrastructure;
using a dedicated light path threugh FLR’s netwerk which términatés at AMPATH’s Ethernét
falbric in the ferm of 2 18 GigE pert en the Feundry Fastlren switch. This newly implemeénted
cennectivity will sérve as a key step in previding setter access te High Energy Physics research
prejects and again enable cellaberatien between Physics research sciéntists which eperate in
AMPATH’s dewnstream peers.

Cennectivity te AMPATH’s dewnstream NRENs and SFGP memibers was achieved threush a
mix ef Ethernet and ATM circuits supperted by AMPATH s cere Ethernet fabric in the ferm ef a
Feundry Fastlren 488 and AMPATH’s cere ATM fabric in the ferm of a Lucent CBX 568 ATM
switch. The fellewing figure shews the AMPATH netwerk during the 2884 and carly 2685 pe-
ried.
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Figure 2 AMPATH in 2004 before ONS 15454 installation

The BS3 link te the Academic Netwerk of Sae Paule (ANSP) was upsraded te an STM-4
(622Misps) te suppert the netwerk and cyberinfrastructure requirements of the NSF Centeér for
High-Energy Physics Research Educatien and @utreach (CHEPRE®) preject, award #8312638.
Buring the 2084-2885 peried, AMPATH successfully installed and put inte preductien a Cisce
ONS 15454 eptical switch, cellecated at the NAP of the Americas in dewntewn Miami, FI.. The
intreductien ef this néw netwerk element allewed for the migratien frem ATM te S@NET/SBH
of the ANSP circuit te Sae Paule, Brazil. This equipment set the stage te levérage réseurces frem
ether prejects te increase bandwidth capacity te Sae Paule te suppert U.S. Science and Engineer-
ing prejects of ether NSF activities.

The fellewing figure illustrates the state of AMPATH after the installatien eof the Cisce @NS
15454 and the @NS’s intercennectivity te existing AMPATH nétwerk e¢léments:
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Figure 3 AMPATH network after Cisco ONS 15454 installation

C.1 Real World Demonstrations

In cellaberatien with the State of Sae Paule, the CHEPRE® preject upsraded the link te AM-
PATH in Miami frem a BS3 (45 Mbps) te an STM-4 (622 Meps). This upgrade was dene in
time for Brazil and Latin America te participate in the Super Cemputing 2884 (SC84) event.
The upgraded link te Sae Paule was centracted en STM-16 (2.5 Glps) perts, siving the
CHEPRE® preject the ability te increase the bandwidth capacity fer an event, such as SC84, te
the full pert capacity. Fer the first time, Brazil and Latin America, were able te participate in a
slebal demenstratien with bandwidth ef such magnitudé. The SC84 Bandwidth Challenge pre-
vided the eppertunity te ferm a glebal cellaberatien for a glebal demenstration pewered by high-
perfermance netwaerks.
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The CHEPRE® link allowed High-energy physicists at the University of Sao Paulo to participate
in the SC04 Bandwidth Challenge. For the first time, physicists were not constrained by bandwidth
to run events and do very large file transfers to CERN and Fermilab. After the event, the physicists
continued to use the link capacity while it remained available. See Figure 2 for a diagram of the
network for the SC0O4 Bandwidth Challenge.
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Figure 4 SC04 Bandwidth Challenge - Brazil's participation

During the bandwidth challenge, a new record was set for a Latin American research network with
throughputs up to 2.95 Gbps between the conference Center floor in Pittsburgh and the computa-
tional clusters in Brazil. The traffic generated on the link between Sao-Paulo and the SC show
floor (see Figure 3 below). This was a first big step in enabling physics groups in Sao Paulo, and
also Rio de Janeiro (through the use of the GIGA project) to take part fully in the LHC and FNAL
physics programs.
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Figure 5 SC04 Bandwidth Challenge network diagram led by Caltech
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C.2 Observation of AMPATH Annual Traffic

The fellewing fisures of the Multi-Reuter Traffic Grapher (MRTG) graphs shew the avérage
utilizatien en several of the intérnatienal links that cennect ceuntries participating in AMPATH.
The peint of réferénce for the in bound and eut beund flews ef the MRTG sraphs is the AM-
PATH Cisce GSR 12812 cere reuter.
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M Incoming Traffic in Bits per Second
W Outgoing Traffic in Bits per Second

Maximal In: 1.375 M ( 2.91%) Maximal Out: 9.020 M ( 19.12%)
Average In: 348.545 k ( 0.74%) Average Out: 2,573 M ( 5.45%)
Current In: 307.764 k ( 0.65%) Current Out: 3.077 M ( 6.52%)

Figure 6 - RETINA Utilization

Figure ¢ shews the traffic te and frem the NREN of Argentina, RETINA. The Pierre Auger ols-
servatery has been using a2 minimal ameunt eof the bandwidth en the AMPATH cennectien.
Traffic ever the AMPATH link has remained abeut the same for yéar. Argentina centinues te
utilize the AMPATH cennéctien te réach the U.S.
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Figure 7 - AURA/Gemini Utilization

Gemini Seuth, CTI@®, N@A® and ethér telescepes in Chile have been increasing their link utili-
zatien te Albilene (Figure 7). This is te e expécted as the telescopes impreve efficiency of el-
servatiens using queue ebserving, résulting in faster preductien ef science data preducts that are
transférred te répesiteries at partner sites.
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The Univeérsity of Puerte Rice system and the Arecibe esservatery aré primary users of this link.
Usage en the link (Figure 8) has been steady threugheut the year with increases tewards the lat-

ter menths.

Figure 8 - UPR Utilization
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Figure 9 - CNTI Utilization
Venezuela’s NREN has been in fermatien and werking te cennect universitiés te the sackibene
as the geal for the launch eof their natienal Internet2 preject. An increase in netwerk usage is evi-
dent tewards the latter part of the year (Figure 9), as additienal universities weére cennécted.
Venezuela is alse cenneécted te RedCLARA.
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Appendix D: AMPATH-STI REU Report: Distributed Network Monitoring

Anatomy of an International Exchange Point: Distributed Network
Monitoring Using MonALISA and NetFlow'

Jose Fernandez, Ernesto Rubi, Xun Su, losif Legrand, Heidi Alvarez, Julio Ibarra?

Abstract: In this paper we present a distributed netwerk menitering systém, which expleits MenALISA (Menitering
Asgents in A Large Integrated Services Architecture), a distributed welb service delivery infrastructure désigned te
cellect and precess the netwerk menitering infermatien. We augment the capability of MenALISA with FlewTeels,
the pepular NetFlew data analysis teelset. We demenstrate hew te integrate MenALISA and Flewteels via an UBP-
listening agent ApMen, and highlight a case study of AMPATH, an intéernatienal exchanging peint lecated in Miami
and sérving a numbeér of Seuth American Natienal Rescach and Educatien Nétwerks (NRENs). @ur éxperience
shewcases the ¢legant desisn philesephy of a scalable distributed service depleyment platferm ceupled with the
epcn-seurce traffic analysis teels and its impact en the daily eperation of the preduction netwerks.

Keywords: NetFlew, MenALISA, Flewteels, Netwerk menitering.

1. Introduction

As the Internet expands beth in its scepe, réach and capacity, it becemes evident that theére is a streng need te de-
velep a distributed netwerk menitering infrastructure that can e scaled te suppert varieus nétwerk tepelegy, traffic
sranularity and usér applicatiens. NetFlew[1] is a widely depleyed reutér-sased traffic menitering mechanism.
FlewTeels[2] is a epen-seurce NetFlew analysis teelset underlying the data sathéring and analysis infrastructure ef
eur preject. It is eur main metivatien te effectively use NetFlew te gain crucial undérstanding of the traffic charac-
teristics of the netwerks we eperate. In particular, weé are intérésted in undérstanding hew te expleit the key advan-
tages and aveid drawlbacks of NetFlow-based traffic analysis by augmenting it with a distributed service-depleyment
platferm. Indeed the fecus eof eur werk is te integrate MenALISA[3], a distributed menitering system based on
JINI/JAVA and WSBL/S@AP technelesgics. MenALISA’s flexibility as a framewerk te gather, stere and distribute
netwerk data cellected was crucial te the success of eur investigation and it shall beceme apparent threugheut the
ceurse of this papér. The MenALISA framewerk prevides a distributed menitering service that net enly is clesely
integrated with eur menitering and data distributien philesephy but alse acts as a dynamic service systém. The geal
is te previde the menitering infermatien frem large and distributed systems in a flexible and self-describing way as
part of a leesely ceupled sérvice architectural medel te perform effective réseurce utilization in large, héteregenceous
distributed céntérs. A saliént feature of the MenALISA framewerk lies in its capability te integrate existing meni-
tering teels and precedures te cellect parameteérs related te computatienal nedes, sterage devices and netwerk per-
fermance. A critical part te the réséarch that we undérteek is te integrate the parsed NetFlew data inte a MenALISA
which weuld make availalle the infermatien in a distributed manner threugh mebile service agents. We will incer-
perate real-time as well as histerical infermatien in eur systém te impreve the understanding of the traffic statistics
data frem the netwerks being menitered.

1This werk is supperted by Natienal Science Feundatien’s Strategic Technelegics for the Internet (STI): Research Experience for
Undersraduates Award Neo. 331112 and 2 Cisce Systems University Research Pregram (URP) grant.

% Xun Su (xsu@hep.caltech.cdu) and lesif Lesrand (lesif.l esrand@cern.ch) aré with Hish Enérsy Physics Wepartment,
Califernia Institute of Téchnelesgy, Pasadena, CA. Jose Hernandez (josef@fiu.edu), Erneste Rubi (erneste@os.fiu.edu), Heidi
Alvarez (heidi@fiu.cdu) and Julie Tsarra (Julie(@fiu.edu) are with Center for Internet Augmented Research & Assessment,
Flerida Internatienal University, Miami, FL.
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A significant part of the paper is dedicated te the use of sur system te analyze netwerk traffic sehavier acress a real-
werld preductien netwerk, AMPATH. The AMericasPATH (AMPATH) netwerk is an FIU preject spensered in
part by the US Natienal Science Feundatien CISE dirécterate, in cellaberatien with Glesal Cressing and ether tele-
cemmunicatiens preduct and sérvice previders. Using Glebal Cressing’s térréstrial and submarine eptical-fiser
netwerks, AMPATH is intércennécting the résearch and education netwerks in Seuth and Central America and the
Carislscan te US and nen-US résearch and education netwerks via Intérnet2’s Abiléne netwerk. The purpese of the
AMPATH preject is te allew participating ceuntriés te centribute te the résearch and develepment of applicatiens
for the advancement of Intérnet technelegics. The missien of AMPATH is te serve as the pathway fer Research and
Educatien netwerking in the Ameéricas and te the werld and te ¢ the Intérnatienal Exchange Peint feor Latin Amer-
ica and the Caribbean réséarch and educatien nétwerks. Additienally AMPATH festérs cellaberatien fer educa-
tienal eutréach te undersérved pepulations beth in the US and abread. The AMPATH pathway sérves as the bridse
between Central and Seuth Ameérican Natienal Research Netwerks (NRENs) and the werld’s résearch and education
nétwerks. With the multiplicity of cempléx netwerked systems and educatienal activities sérved by AMPATH’s
wide-ranging infrastructure a streng demand for high availability and enginecring cellaberatien arises, which is met
threugh the use of varieus menitering ageénts te previde a streng factual feundatien te treublesheeting. Likewise,
deciphering the eveéryday activities of eur peers is achieved with a distributed appreach te data sathering and dis-
seminatien.

2. Anatomy of an international exchange point

Figure 1 demenstrates AMPATH’s current design, IP addrésses as well as Autenemeus System Numbers (ASNs)
ar¢ emitted. We will use simple NREN nameés te idéntify eur intérnatienal peers.” It is this nétwerk that served as
the ackdrep for eur study. Twe cere reuters exist: a Cisce GSR 12812 as well as a Juniper M18, beoth reutérs have
NetFlew acceunting énabled and are desisned te expert this data te a cellection werkstatien.

® For mere détailéd infermation please visit hitp:/mrts. ampathnet.
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Figure 6: AMPATH schematic architecture.

3. NetFlow and Flowtools

NetFlew was eriginally develeped as a switching path and teday it is primarily used for nétwerk acceunting. Flew
recerds are gencrated and experted by a reutér. Each flew récerd centains infermatien albeut all packets that are
categerized te have the same combination of the fellewing I® header ficlds:

Seurce IP address
Bestination IP address
Seurce pert
Bestination pert
Layer 3 pretecal type
TS byte

Input legical interface

Oooooo-g

NetFlew recerds enly unidiréctienal traffic in-seund te any intérface en the reutér. Nete hewever, even theugh this
traffic is unidirectienal NetFlew acceunts fer all traffic geing in and eut ef the reuter by récerding beth transit traffic
and traffic destined for the reuter. By storing enly the reutér’s flew-level infermatien and neglecting paylead it bse-
cemes feasible te summarize and “sketch” large ameunt of data traffic.

A key technical nete is the sampling mede at which the reuter is running. In the GSR’s case a 1-188 sampling rate
is specified. This means that fer every 188 packets precessed by the ferwarding engine er reute precesser there will
B¢ enc packet extracted and reperted te the NetFlew precess running at the reuter. This is the lewest allewed sam-
pling rate en eur GSK running NetFlew v5 and clearly we can see¢ that this causes limitatiens en the analysis ef nét-
werk data. It is net uncemmen te have shert hest-te-hest séssiens where the everall transmission decs net exceed
188 packets. It is beyend the scepe of this paper te discuss NetFlew sampling algerithms but based en eur expéri-
ence it is likely that if the transmissien is 188 packets er less NetFlew will net acceunt fer it. This intreduces a
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margin of ¢rrer te any analysis of data flews but especially te these UBP flews transmitted ever eur cere. With their
inhérent errer cerréction mechanisms TCP flews are less prone te being isnered by the cellection precess.

Flew Teels is a cellection of pregrams and librariés used te celléct and precess NetFlew data. These teels allew
users te precess stored flow data frem a séries of command line interfaces. Cemmands like flew-filter and flew-sert
allew the user te filtér and sert NetFlew data by I address, pert, AS number and any ethér parameter presént in that
data cellected. The data is presented en the cemmand line in a table fermat. Hewever thése teels de net previde a
dynamic way ef dynamically menitering flew data. Threush the use of MenALISA we have used NetFlew data
cellected and precessed by Flew Teels te create a graphical interface by which te view cértain characteristics of the
Ampath netwerk in a néar-réal time fashien. Fer eur analysis we implémented flew-teels veérsion 8.6 en 2 dual
Xcon 2.66 GHz system with a cepper Gigabit Ethérnet netwerk cennectien te FIU’s campus nétwerk. The epérat-
ing system of cheice was Federa Cere 2.

Having discussed the data sathering technigques in the fellewing we fecus en the data disseminatien meéchanism. Fer
the ratienales that we detail in the neéxt section MenALISA is eur platferm ef cheice for this purpese.

4. MonALISA and ApMon

MenALISA (Menitering Asents in A Large Intesrated Services Architecture) is a distributed services architecture te
cellect, precess and act upen real-timé menitering infermatien. While its initial target ficld of application is net-
werks and Grid systeéms used by the glebal hish energy and nuclear physics cellaberations, MenALISA is sreadly
applicasle te many ficlds of data inténsive sciénce, and te the menitering and management of majer réséarch and
cducatien netwerks. MenALISA is based en a scalable dynamic distributed services Architecture, and is imple-
mented in Java using JINI[21]and WSBL[22] technelesgics. The scalability of the system derives frem the use of 2
multi-thréaded engine te hest a varicty of leescly ceupled self-describing dynamic services, and the ability of ¢ach
service te register itself and thén te be discevéred and used by othér services or clients that réquire such infermatien.
The framewerk intégratés many eéxisting menitering teels and precedures te cellect parameters describing cemputa-
tienal nedes, applications and netwerk perfermance. Specializéd mebile agents are used in the MenALISA frame-
werk te perferm glebal eptimization tasks er help impreve the eperation of large distributed system by perferming
supérvising tasks fer different applicatiens. MenALISA is curréntly running areund the cleck menitering sévéral
Grids and distributed applications en appreximately 158 sites.

The cere of the MenALISA menitering sérvice is based en a medular system deésign used te perferm the data cellec-
tien tasks in parallel, independently. The medulés used for cellecting différent séts of infermatien, er intérfacing
with ethér menitering teels, are dynamically leaded and exeécuted in independent threads. In erder te reduce the
lead en systems running MenALISA, a dynamic peel ef thréads is created ence, and the thréads are theén reused
when a task assigned te a thréad is completed. This allews enc te run cencurréntly and indépendéntly a large num-
ber of menitering medules, and te dynamically adapt te the lead and the réspense time of the compenénts in the
system. If a menitering task fails er hangs duc te I/@ crrers, the ether tasks are net delayed or disrupted, since they
are executing in ether, independent thréads. A dedicated centrel thréad is used te prepérly step the threads in case of
1/@ ¢rrers, and te reschedule these tasks that have net been successfully completed. A prierity quéue is used for the
tasks that necd te be performed periedically.

A schematic view of this mechanism of celleécting data is shewn in Figure 2. This appreach makes it relatively easy
te meniter a large number of heteregencous nedes with different respense times, and at the same time te handle
menitered units that are net responding witheut affecting ether measuréments. The clients, ether services or agents
can get any réal-time er histerical data by using a prédicate mechanism fer requesting eor sulbscribing te selected
measured values. These predicates are based en régular expressions te match the attribute description of the meas-
ured values a cliént is interésted in. They may alse e used te impese additienal cenditiens er censtraints fer select-
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ing the valués. In case of requests for histerical data, the prédicates aré used te generate SQL gqueéries te the lecal
database. The subscription requests créate a dedicated thread, te seérve each client. This thread perferms a matching
test for all the predicates submitted by a client with the measured values in the data flew. The same thread is réspen-
sible te send the selected results back te the client as compressed serialized ebjects. Having an independent thread
per client allews sénding the infermatien they neéed, in a fast and reliable way, and it is net affected by cemmunica-
tien érrers which may ¢ eccurring at ether clients. In case of cemmunicatien preslems theése threads will try te
reéstablish the cennectien er te cléan up the subscriptiens fer a client or a sérvice that is ne lenger active.

Other tools
__(Ganglia, MRTG...)

Dynamic
Thread Pool

o Farm Configuration
Monitor & Control

Co
WEB Server Cq ©

Dynamic loading of
signed modules or agents

Specific
protocols

! Trap Agent

Figure 2: A schematic view of the MenATLISA data cellectien mechanism based en a multi-threaded engine.
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Figure 3: The MenALISA menitering service for Akilcné, shewn at a time we injected mere than & Gigabits/sec.

Figure 3 is a snapshot of the MonALISA monitoring network for Abilene network of the Internet2. It shows all the
active nodes running MonALISA services for this particular “farm”, discovered automatically by a graphical Mon-
ALISA client. The client can display the real time global views and connectivity, as well as the usage and load of the
farms. In this particular instance we captured a highly intensive data transfer event on June 19", 2004 where a
group of 12 disk servers in CERN concurrently sent TCP traffic via LHCNet and Abilene to their destinations in
Caltech. Note that in this case MonALISA reported a throughput reaching 8.4 Gbps on the Abilene links from Chi-
cago OKansas City ODenver OSunnyvale OLos Angeles.

A salient feature of the MonALISA design is its extensibility. It allows user-defined monitoring modules, specific to
user-specified system and network information, to be easily implemented and integrated in the MonALISA frame-
work. This facilitates the work reported in this paper, as well as our ongoing project to integrate NLANR PMA[5]
real-time packet trace analysis and MonALISA. From a systems point of view, MonALISA provides scalable archi-
tectural support for collecting, visualizing and responding to the operating conditions of large-scale distributed
systems, and it is especially suited for monitoring and controlling large computing systems and networks used in
Grid applications.
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ApMen[4] is an Applicatien Pregramming Interface that facilitates user-specific applicatiens te interact with the
MenALISA services. ApMen allews any applicatien te sénd parametérized menitering infermatien te MenALISA.
The data can e sent as UBP packets te multiple hests running the MenALISA service.

Threugh the use of ApMen MenALISA seérvices can receive parameterized data in (name, type, value) tuplés. When
transmitting a data peint te MenALISA the application specifies the name of the parameter about te be sént, the type
of the parameter (string, ebject, integer, deuble) and the actual value of the parameteér. Fer eur implementation we
decided te use 2 04 bit real number as the type for all of eur data transmissiens with ApMen. This type is repre-
sentéd in ApMen by the censtant ApMonConst: :XDR REAL64 (). The ApMen medule en the MenALISA
service will thén receive this data and create any néeded ficlds en its database for new parameters or pepulate exist-
ing ficlds if a particular parametér name alréady exists.

The resulting data stered in MenALISA is a s¢t of parameters and the values of these parametérs ever time. Men-
ALISA thén prevides an interface by which te view enc er multiple parametérs in a réal-time or histerical graph.

5. Integrating MonALISA and FlowTools via ApMon

NetFlow allews for the menitering of a large number of parameters. Feor this preject we decided te limit the parame-
ters meniter te the fellewing:

UBP/TCP pert destination/seurce traffic
IP déstinatien/seurce traffic

IP pretecel traffic

IP Next Hep traffic

AS déstinatien/seurce traffic

Prefix déstinatien/seurce traffic

OO0 Oooo

Fer mest of these parameters we will be menitering that tetal traffic in ectets ever a peried of timeé. The initial pe-
ried of time was 5 minutés. In the flew-capture startup script abeve the parameter [In288 indicates that we want
flew-capture te generate 288 files pér day which results in a new file generated very 5 minutes.

@ur applicatien will use the mest recent file te rétrieve the deésired parameters. This will résult in parametérized
NetFlow data being retrieved by eur applicatien reflecting 5-minute averages for each of the menitered parameters.
Hence the value of ¢ach parameter will répresent the tetal number of ectéts asseciated with that particular parameter
eveér a S-minute peried. We will use flew-stat te cellect all of the parameters specificd abeve. Below is a sample
eutput using flew-stat. As we can see for this particular S5-minute intérval the HTTP pert (88) was mest heavily used
at 11274635 ectets reughly 16.75 MB.

$ flow-cat ft-v05.2005-01-19.135207-0500 | flow-stat -f 5 -S 2
# - - - Report Information --- --- —---

#

# Fields: Total

# Symbols: Disabled

# Sorting: Descending Field 2

# Name: UDP/TCP destination port

#

# Args: flow-stat -f 5 -S 2

#

#

# port flows octets packets
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#

80 42816 11274635 82997
25 2877 3770113 7623
2010 28 2543195 1747
4662 2095 2290946 3770
2009 28 2091493 1413

The applicatien writtén will parse the flew-stat repert and générate a name/value pair which will e sént te Men-
aLISA via ApM@N. This name will be enc of the fellewing: (1) 2 pert number or name; (2) an IP address; (3) 2
pretecel number or name; (4) an AS number; (5) a Prefix.

The value of the parametér will always be the tetal number of reperted ectéts for that parameter. This will generate
2 large number of parameteérs which is difficult te visualize. ApMen prevides the ability te classify the parameéters
submitted te MenALISA by specifying a clustér and a nedéname aleng with the paramétér name/value pairs. A
clusteér is a sreup centaining a list of nedenames. Each nedename is a sreup centaining a list of parametérs. When
submitting data te MenALISA we will define ¢ach reutér intérface as a cluster and the description of the parameéters
being measured as a2 nedéname within that cluster. Fer example the “N'WS Internet2” intérface in the Juniper reutér
will be censider a cluster (named Junipter [1 NWS Internet2) and it will centain the fellewing nedenames: “Egress
Bestination IP”, “Egress Westinatien AS”, “Egréss Seurce Perts UBP/TCP”, e¢tc. Each nedéname will centain the
actual parameter name/value pairs. In erder te give the usér the flexibility te specify what valués te meniter and hew
te classify thém in MenALISA a cenfiguratien filés was créate for eur applicatien. Beélew is a description of the
allewed settings in the cenfiguratien file.

Setting Name Description Example
clustér name: The déscription of the intérface GSR-StarLight VLAN
nede name: The descriptien of the parametér being meni- | Ingress Westination Perts
tered

flew_file directery: Path te the directery centaining the NetFlew | /heme/netflew/flews/gsr/
files

flew stat eptiens: @ptiens passed directly te flew-stat -f50S20n

flew filtér eptiens: @ptiens passed directly te flew-filter -i08

value param: The celumn number frem the flew-stat repert | 2

which will e used as the value for the pa-
rameter. Where the first celumn numibeér is 8.

max_params: The maximum numbér of name/value pairs 15
which will e precesses and transmitted te
MenALISA fer this nedéname.

Next End of the nedename’s cenfiguratien.

Qur applicatien weuld parse this infermatien and generate the fellewing repert:

Sflow-cat ft-v05.2005-01-19.224516-0500 | flow-filter -i 60 | flow-stat
-f 5 -8 2 -n

# - - - Report Information --- --- —---
#

# Fields: Total

# Symbols: Enabled

# Sorting: Descending Field 2

# Name: UDP/TCP destination port

#

# Args: flow-stat -f 5 =S 2 -n

#

#
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octets

913876
730500
210301
151132
85132
84854
68171
67500
64742
63044
58552

packets

1106
487
283
101
57
61
106
45
107
49
40

The applicatien will parse the senerated repert and rétricve the parameters name and values as specified in the cen-
figuratien. Fer this example the parameter names will be the pert numbers and the values will e the ectéts as speci-
ficd by the cenfiguratien file (value param:2). The fellewing data weuld thén be sent te MenALISA:

Cluster Nodename Parameter Parameter
Name Value
GSR-StartLight VLAN Ingress Destination Ports 57893 913876
GSR-StartLight VLAN Ingress Destination Ports 32808 151132
GSR-StartLight VLAN Ingress Destination Ports http 68171

6. Case Study— Monitoring Peer Traffic

In this séctien we démenstrate the use of eur menitering system in practice. We cheese te examine a peer, the NWS
Intérnet2 Gigabit Ethernet link that carries all HPC traffic te and frem New Werld Sympheny (NWS), 2 pest-
decterate institutien at Miami Beach that has AMPATH B¢ its upstréam previder of Internet2 traffic as well as

cemmedity intérnet.

®Once menALISA starts* the scréen presénted in Figure 4 is a sleal view of all running sités / farms. With a prep-
erly established werking sreup under MenALISA we cheese 2 mere détailed view frem the left menu shewn in Fig-
ure 5. The “TabPan” view gives detailed infermation abeut the menALISA farm but alse serves as the starting peint
te access parameters that are unigque te the site.

* This requires Java te ¢ installed.
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Figure 4 - MenALISA startup screeén with 'test' sroup defined.
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MLRepos 19:04 (CET) 1.2.21 test N/A 29 day(s) 01:55:52 Unknown Unknown Unknown
aidong_homepc 11:04 (MST) 1.2.22 test N/A 13:01:46 Unknown  Unknown Unknown
12ZMonitor 13:04 (EST) 1.2.22 test N/A 13:19:49 Unknown  Unknown Unknown
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madreselva 19:04 (CET) 1.2.22 test Fa@00%) 03 day(s) 08:04:17 3.53 0.08 0.05 / 0.22
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MonaLemon 19:04 (CET) 1.2.21 test N/A 17 day(s) 02:27:35 Unknown Unknown Unknown
qgcdoc-bnl 13:04 (EST) 1.2.22 test —_—3G0n 20:04:41 5.82 0.36 0.09 / 0.35
ARDA 19:04 (CET) 1.2.20 test N/A 49 day(s) 09:37:14 Unknown Unknown Unknown
spud.fnal.gov 12:04 (CST) 1.2.22 test N/A 00:08:04 Unknown  Unknown Unknown

Figure 5 - Me

LISA farm everview:

nete the MenALISA service I2Meniter that we started

In Figure 5 we are presénted with a snapshet ef the currént state of the MenALISA sreup “teést”. The MenALISA
service that pertains te eur particular study is titled I2Meniter. Cheesing the I2Meniter farm, we are thén presented
with the AMPATH specific data which we have chesen te intégrate inte eur analysis, as shewn in Figure 6.
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Figure 6 (1 AMPATH Farm specific data

It is evident which parameters we have specificd te be menitercd. Twe cere reutérs (a Cisce GSR and a Juniper
M18) aré meniteréd. As an éxamplé we will analyze the Junipér U NWS Intérnét2, as shewn in Figure 7.
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Figure 7 - Traffic parameéters studied in this paper

In Figure & by cheesing Esress Seurce AS we view the current set of stered AS numbers belonging te flews leaving
eur Juniper reuter and destined te the New Werld Sympheny netwerk. With the “Parameéters” cerréspending te the
AS numlbers traveérsing eur reutér destined te NWS we have a clear tep-level view of flews of the netwerk, and we
can delve deeper inte this data by shewing a realtime plet or histery plet of the AS data sathéred. This is given in
Figure 9.
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Figure 9 - ASN traffic destined te NWS
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In Figure 18 we shew the pretecels of the traffic traversing the GSR reuter, the main prevideér of Intérnet2 te AM-
PATH IXP peers. We new drill dewn threugh the GSR Agsresate data te shew the IP Pretecels curréntly being
recerded by the NetFlew precess en the reutér. A histerical leek can shew the récent er leng-térm utilizatien ef
IPve; and we can visualize it by means of a histery plet in Figure 11. We can quickly nete that IPve data has net
been a significant lead en AMPATH during the time péried specificd.

L e T - ~ . - N
IZMonitor@lisa.fiu.edu: 9002

_Local Time - 13:41 (EST) MONALISA Version: 1.2.22

¥ _ 4 I2ZMonitor Parameters
> ] Master wcp
> ] Monalisa udp
- ] Juniper Aggregate icmp
- ] Juniper - Commodity to FIU esp
B ] Juniper - NWS Internet2 169
» | Juniper - OC12 to CBX500 pim
» | Juniper - Rack LAN for NOTA ipve
W 4 GSR Aggregate ipencap
[£] pestination Ports UDP/TCP igmp
[£] pestination IP gre
[£E] pestination AS
[E] pestination Prefix
[£] source Ports UDP/TCP
[=)] source 1P
Source AS
[£] Source Prefix
[=] TP Next Hop
[=] =P Protocols - ~ - ~
( History Plot ) ( Reaitime Plot )

GSR - SENACYT
GSR - RETINA

GSR - StarLight VLAN

GSR - CNTI

GSR - UPR

Juniper - AURA / Gemini

Juniper - Backup Commeodity to FIU
Juniper - Global Crossings

Juniper - UFG / El Salvador

\AAAAAAAA
DRO0CORO0

' Site info

Nodes Summary W Cluster Summary W
Modules

monXDRUDP

Figure 18 - Reuter Agsresate NetFlew data
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Figure 11 [] Twe-heur snapshet of IPve data traversing AMPATH

8. Discussions and Future works

NetFlew data centains a rich ameunt of nétwerk infermatien with a multitude of applicatiens. Threugh the use of
the distributed menitering envirenmeént previded sy MenALISA and the reperting flexibility ¢mbedded in the
FlewTeels API it is pessible te encapsulate and summary this data in visually friendly mannér. In deing saw were
able te create dynamic and real time views of the AMPATH Intérnét 2 nétwerk traffic and its behaviers. Wirect ap-
plicatien of this téchnelegy ceuld ¢ used te furthér undérstand netwerk traffic behavier and trénds in cemplex re-
search netwerks.

The traffic views generated by MenALISA and the NetFlew application fecused en the “tep talking” flews. That is
MenALISA enly received the tep x talking flews for a particular peried of time. We saw that this technique pre-
duced a seemingly randem setup of results. Further study sheuld e made te understand this trénd and détermine its
inhérent preperties.

®nc furtheér technelegy that we inténded te explere was that of the Natienal Laberatery fer Applicd Netwerk Re-
search (NLANR) PMA (Passive Menitering Agent) [5]. There are key differences between PMA data and NetFlow
data werthy ef serieus résearch effert. With eur résults we hepe te provide a stable platform frem which netwerks
of varying desrees can be clesely menitered, their traffic patterns clearly identificd and the apprepriate decisiens
taken te rectify issués which negatively impact perfermance er augment these which have a pesitive impact en the
delivery of service te an énd user.
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